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ABSTRACT
This paper describes FUN-NRC group’s machine translation sys-
tems that participated in the NTCIR-10 PatentMT task. The central
motivation of this participation was to clarify the potential of auto-
matically compiled collections of sub-sentential paraphrases. Our
systems were built using our baseline phrase-based SMT system
by augmenting its phrase table with novel translation pairs gener-
ated by combining paraphrases with translation pairs learned di-
rectly from the training bilingual data. We investigated two meth-
ods for phrase table augmentation: source-side augmentation and
target-side augmentation. Among the systems we submitted, the
two that worked best were (a) the one that paraphrased only unseen
phrases into translatable phrases at the source side and (b) the one
that paraphrased target phrases only into phrases that were seen in
the original phrase table. Both these systems were trained on not
only bilingual, but also monolingual data. The other two systems
were trained using only bilingual data. This paper also reports on
our follow-up experiments focusing on the relationship between re-
ordering restriction and system performance.
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I.2.7 [Natural Language Processing]: Machine Translation
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1. INTRODUCTION
Given a large-scale bilingual parallel corpus in a particular do-

main, there are two promising approaches to build a machine trans-
lation (MT) system for that domain without making an enormous
∗During the development and evaluation phase of the shared task,
the first author stayed at NRC as a JSPS (the Japan Society for the
Promotion of Science) Postdoctoral Fellow for Research Abroad.

effort to tailor an in-domain system with domain-specific transla-
tion dictionaries and translation rules [22]. One is to build a sta-
tistical MT (SMT) system on the bilingual corpus and the other
is to create a statistical post-editor for a particular rule-based MT
(RBMT) system. Both of these two have shown good results in the
past NTCIR PatentMT evaluation [17].

In the SMT community, incorporating higher levels of linguistic
knowledge, such as those about syntax, semantic, and discourse,
has been recognized as an important issue. Structure-aware SMT
systems, including syntax- and dependency-based ones, that benefit
from mature analyzers, have achieved promising results in the past
and current NTCIR PatentMT evaluations [17, 18].

On the other hand, there is another important issue: how to cre-
ate a translation system from textual data relying only on minimal
knowledge about language and domain of interest. This is cru-
cial for particular situations, including translating from/to resource-
poor languages and applying SMT to a new domain.

Among several research directions, in the NTCIR-10 PatentMT
task, we focused on exploiting automatically compiled semantic re-
sources, i.e., collections of sub-sentential paraphrases, with a phrase-
based SMT framework. The collections of paraphrases that we in-
vestigated were created using both of the provided in-domain bilin-
gual and monolingual corpora. Our approach was quite domain-
independent and language-independent. No domain specific knowl-
edge was introduced. The only linguistic information used for
building the systems was that contained within the preprocessing
tools and stop word lists used for sanitizing paraphrase collections.

2. BASE SYSTEM

2.1 Preprocessing for the Provided Corpora
In the NTCIR-10 PatentMT task, sentence-aligned bilingual data

and unprocessed monolingual data were distributed by the organiz-
ers to the participants. We extracted textual data from the provided
monolingual data, and we then extracted sentences from the textual
data. Sentences in the Japanese data were heuristically extracted,
while sentence splitting for English data was performed by NRC’s
in-house tool. Finally, sentences in both monolingual and bilingual
corpora were tokenized using MeCab1 for Japanese sentences and
NRC’s in-house tokenizer for English sentences.

2.2 Top-level Architecture
FUN-NRC systems were built using NRC’s in-house phrase-based

SMT system, “PortageII 1.0.” This system contains no explicit lin-
guistic knowledge.

Decoding of log-linear combination of models was performed by
cube-pruning [21] with a predetermined distortion limit of 7 words.
1http://mecab.googlecode.com/, version 0.994 with IPAdic



The weights of the component models were optimized using lattice-
based batch version of MIRA [8], with BLEU score [31] against the
provided development data pat-dev-2006-2007.txt used as
the objective function. Calculation of BLEU scores is performed
on the raw system output case-insensitively without re-tokenizing
sentences as in the official evaluation.

None of the hyper parameters of both the top-level system and
component models had been tuned for this shared task2. They were
all determined during NRC’s previous participation in Chinese-to-
English and Arabic-to-English translation tasks at NIST OpenMT
20123.

2.3 Language Models
Two 5-gram language models were built with Kneser-Ney smooth-

ing using SRILM4. One was made from the target side of the bilin-
gual corpus, while the other was trained on the monolingual corpus
of the target language. The two models were log-linearly combined
at the top level of the system.

2.4 Phrase Table
Three word alignment algorithms were employed. While IBM

Model 2 (IBM2) [4] and HMM [20] alignments were determined
by our implementation, IBM Model 4 (IBM4) [4] alignments were
obtained using MGIZA++5.

Phrase alignments were identified from each of the word-aligned
bilingual corpus by the heuristic “grow-diag-final” [24] with a max-
imum phrase length of 8. Joint counts of each phrase-level trans-
lation pair derived from the above three alignment algorithms were
summed up with a binary indicator feature for each source algo-
rithm added (see also Section 3.4).

Finally, for each translation pair, the following two types of con-
ditional phrase probabilities for both forward and backward direc-
tions were calculated.

• Kneser-Ney estimates using the joint counts [7]

• Lexical estimates based on HMM word alignment [34]

2.5 Distortion Models
In addition to the standard distance-based distortion feature, the

following two models were incorporated into the log-linear model.

• Lexicalized distortion model [25]

• Hierarchical lexicalized distortion model [16] with an unre-
stricted shift-reduce parser [9]

The probability of each orientation (monotone, swap, and dis-
continuous) was first estimated for each of word alignment algo-
rithms, IBM2, HMM, and IBM4, respectively. The three results
were then combined through the “fill-up” strategy [2] to compile
the final models.

2.6 True-casing
We call the process of restoring proper mixed case to the MT

output “true-casing.” This process was performed by applying the
decoder for MT hypothesis generation to the following two com-
ponent models both of which were built using the target-side of the
bilingual corpus.

2After the formal run was closed, we made an investigation into
distortion limit. See Section 6.2 for the details.
3http://www.nist.gov/itl/iad/mig/openmt12.cfm
4http://www.speech.sri.com/projects/srilm/, version 1.5.7
5http://sourceforge.net/projects/mgizapp/, version 0.6.3
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Figure 1: Source-side phrase table augmentation: paraphrases
of the source language (English in this case) are connected to
source phrases of the phrase table.
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Figure 2: Target-side phrase table augmentation: paraphrases
of the target language (Japanese in this case) are connected to
target phrases of the phrase table.

• Word-level translation (case-mapping) probabilities between
true-case and normalized case

• True-case 3-gram language model

Unlike the decoding of translation hypothesis, weights for this
process were manually predetermined.

3. PARAPHRASE-AUGMENTED SYSTEMS
Incorporating higher levels of linguistic knowledge has been rec-

ognized as one of the most challenging issues in the SMT commu-
nity. To address this issue from a rather language-independent and
domain-independent viewpoint, in this exercise, we concentrated
on exploiting automatically compiled collections of sub-sentential
paraphrases.

Among several conceivable approaches (see Section 7 for de-
tail), we used paraphrases in one language, in combination with
translation pairs that had been directly obtained from bilingual cor-
pus (henceforth, original translation pairs), to generate novel fab-
ricated translation pairs as in [5, 28]. Figure 1 illustrates a fab-
ricated translation pair obtained by augmenting the source side of
the phrase table, where solid arrows indicate original translation
pairs, while dotted arrows indicate paraphrases in the source lan-
guage. A fabricated translation pair (“zooming operation”, “ズー
ム動作”) is obtained by combining a paraphrase pair in the source
language, e.g., (“zooming operation”, “zoom operation”) and an
original translation pair, e.g., (“zoom operation”, “ズーム動作”). In
what follows, we refer to the phrase that connects fabricated trans-
lation pairs, e.g., “zoom operation” in the example just given, as
the proxy phrase. Fabricated translation pairs can also be obtained
by using paraphrases in the target language as shown in Figure 2.

The fabricated translation pairs were then used to augment the
phrase table of our base system. In the development phase, we in-
vestigated how to incorporate the fabricated translation pairs along
with the original ones. The rest of this section discusses the follow-
ing four topics related to this investigation.

1. Paraphrase collections

2. Score of individual paraphrase pair

3. Aggregation of multiple paths

4. Paraphrase-related features for decoding



3.1 Paraphrase Collections
We investigated the following three collections of automatically

acquired sub-sentential paraphrases.

PSeed : Paraphrases acquired from bilingual corpora relying on the
assumption that expressions in one language that share trans-
lations in the other side of the language are semantically
equivalent [1]. For instance, see the middle and right nodes
in Figure 1. A pair of phrases (“zoom operation”, “zoom-
ing action”) is extracted as paraphrases because they share a
translation “ズーム動作.” The initial collection obtained by
this principle was then cleaned by using stop word lists of
both languages and several heuristics to filter out unreliable
pairs [15].

PHvst : Paraphrases acquired using paraphrase patterns derived from
PSeed [15]. For instance, given a paraphrase pair (“zoom-
ing operation”, “zooming action”), a pattern “X operation”
⇔ “X action” was induced. Then, other words that match
the variable X of both sides of the pattern were extracted
from the monolingual corpus. For the above pattern, “pro-
grammed” and “regenerative” were obtained. Finally, new
paraphrase pairs (“programmed operation”, “programmed ac-
tion”) and (“regenerative operation”, “regenerative action”)
were generated.

POOPH : This collection was created from PHvst . Consider the di-
rection of paraphrases ph1 ⇒ ph2. For source-side phrase
table augmentation, only pairs such that ph1 had never ap-
peared in the source side of phrase table were retained. Sim-
ilarly, for target-side phrase table augmentation, only pairs
such that ph2 had never appeared in the target side of phrase
table were retained.

One of our contributions is that we have used the in-domain
monolingual corpus as a source of paraphrases, while it has been
typically used only for creating language models.

3.2 Score of Individual Paraphrase Pair
The reliability of each paraphrase pair, i.e., Para(ph1 ⇒ ph2),

can be measured in several ways, including the paraphrase proba-
bility based on shared translations [1] and the contextual similarity
computed on a monolingual corpus [19].

In the initial work on augmenting phrase table with paraphrases
[5], the paraphrase probability calculated based on shared transla-
tion (henceforth, PivProb) was employed to let the decoder know
the quality of the paraphrase pair. However, this score can be esti-
mated only for PSeed , but not for PHvst and POOPH . In addition,
this estimate may not be accurate because of the limited size of
bilingual corpora.

On the other hand, contextual similarity would be more accurate
because there is far more monolingual than bilingual data available.
Furthermore, this score can be computed for any pair of phrases that
appear in a given monolingual corpus. Marton et al. [28] employed
contextual similarity for scoring paraphrase pairs acquired from a
monolingual corpus, and alleviated the out-of-vocabulary problem
at the source side of translation in the SMT framework.

Although numerous measures for contextual similarity (features,
weighting and filtering schemes, and aggregation formulae) have
been proposed, the best measure would be different depending on
the task, language, and domain. In our exercise, simply following
[15], we employed cosine measure between context vectors com-
prising the counts of adjacent 1- to 4-grams of each token within
the monolingual corpus and the corresponding side of the bilingual
corpus (henceforth, CosSim).

We compared PivProb and CosSim in the development phase
(see Section 4). We also used both PivProb and CosSim for filter-
ing paraphrase collections: paraphrase pairs with low scores were
removed. For the threshold value on PivProb (thp), we conformed
to the convention, i.e., 0.01 [13, 29, 12]. For the threshold value on
CosSim (ths ), on the other hand, we used an arbitrary value 0.1.

3.3 Aggregation of Multiple Paths
In previous work, there is no description of how to estimate

translation probabilities for the fabricated translation pairs, nor how
to encode the fabricated translation pairs generated relying on more
than one proxy phrase such as those illustrated in Figures 1 and 2.

In our systems, translation probabilities for the fabricated trans-
lation pairs were given by aggregating the information of all in-
volved proxy phrases as follows.

Source-side fabricated pairs: Let s′ be the source-side phrase of
the fabricated translation pair and S be the set of proxy phrases
at the source side. In the case of Figure 1, for instance, s′ is
“zooming operation” in the left and S is the set of the three
English phrases in the middle.

p(t|s′) =

∑
s∈S

(
p(t|s)Para(s′ ⇒ s)

)
∑

s∈S Para(s′ ⇒ s)
, (1)

p(s′|t) =

∑
s∈S

(
p(s|t)Para(s ⇒ s′)

)
∑

s∈S Para(s ⇒ s′)
. (2)

Target-side fabricated pairs: Let t′ be the target-side phrase of
the fabricated translation pair and T be the set of proxy phrases
at the target side. In the case of Figure 2, for instance, t′

is “ズーム動作” in the right and T is the set of the three
Japanese phrases in the middle.

p(t′|s) =

∑
t∈T

(
p(t|s)Para(t ⇒ t′)

)
∑

t∈T Para(t ⇒ t′)
, (3)

p(s|t′) =

∑
t∈T

(
p(s|t)Para(t′ ⇒ t)

)
∑

t∈T Para(t′ ⇒ t)
. (4)

The above estimates are no longer probabilities; for instance,∑
t p(t|s

′) is not guaranteed to be 1. We thus call them trans-
lation scores. In contrast, lexical estimates [34] for both directions
were also calculated in the same manner for the original translation
pairs.

The combination of paraphrases and original translation pairs
also generates other original translation pairs. Although exploit-
ing them to give a bonus would be an interesting topic, we ignored
them for now.

3.4 Paraphrase-related Features for Decoding
The additional features were two-fold: binary features for a clas-

sification of translation pairs, and paraphrase scores.

3.4.1 Translation Pair Indicators
To explicitly tell the decoder where a given translation pair came

from, the following binary features were assigned.

• Source of the translation pair:

– Original translation pair obtained by a particular word
alignment algorithm (IBM2, HMM, and IBM4)

– Fabricated translation pair generated using paraphrase
pairs in a particular collection (PSeed and PHvst (or
POOPH ))



Table 1: Feature encoding scheme for translation pairs.
(∗1)Kneser-Ney smoothed probability based on joint counts.
(∗2)At least one of three features is True. (∗3)At least one of two features is True.

Feature
Translation pair type

Original Source-side Target-side
fabricated fabricated

(a1) Forward translation score KN(∗1) See Eq. (1) See Eq. (3)
(a2) Backward translation score KN(∗1) See Eq. (2) See Eq. (4)
(b1) IBM2 alignment oriented True/False(∗2) False False
(b2) HMM alignment oriented True/False(∗2) False False
(b3) IBM4 alignment oriented True/False(∗2) False False
(c1) Fabricated using PSeed False True/False(∗3) True/False(∗3)

(c2) Fabricated using PHvst or POOPH False True/False(∗3) True/False(∗3)

(d1) Unseen in the phrase table False True/False True/False
(d2) Unseen in the bilingual corpus False True/False True/False
(e1) Forward paraphrase score for source-side augmentation 1 See Section 3.4.2 1
(e2) Backward paraphrase score for source-side augmentation 1 See Section 3.4.2 1
(e3) Forward paraphrase score for target-side augmentation 1 1 See Section 3.4.2
(e4) Backward paraphrase score for target-side augmentation 1 1 See Section 3.4.2

• Whether the fabricated phrase (s′ or t′) is registered in the
original phrase table or not

• Whether the fabricated phrase (s′ or t′) is seen in the bilin-
gual corpus or not

3.4.2 Paraphrase Scores
The following four scores were introduced to inform the decoder

about the reliability of the paraphrase pairs used to generate the fab-
ricated translation pair. The value of each feature is a real number
within [0, 1].

• Source-side forward score: 1
|S|

∑
s∈S Para(s′ ⇒ s)

• Source-side backward score: 1
|S|

∑
s∈S Para(s ⇒ s′)

• Target-side forward score: 1
|T |

∑
t∈T Para(t ⇒ t′)

• Target-side backward score: 1
|T |

∑
t∈T Para(t′ ⇒ t)

In case a symmetric metric, such as CosSim, is used for the score
of individual paraphrase pair, forward and backward scores in the
above formulae are identical; so they can be de-duplicated.

3.5 Summary of features
Table 1 summarizes how the features of three different (exclu-

sive) types of translation pairs were encoded in the phrase table.
The notions of the translation probabilities for original translation
pairs and translation scores for the fabricated translation pairs were
different. However, they were exclusively fired in combination with
binary indicator features.

4. DEVELOPMENT
To determine the systems to be submitted, we conducted exper-

iments using held-out data from the past two NTCIR PatentMT
evaluations, i.e., ntc7-fmlrun and ntc8-fmlrun. We used
BLEU score for the performance measure.

Table 2 summarizes the number of paraphrase pairs in our para-
phrase collections PSeed and PHvst . As described in Section 3.2,
only reliable pairs, which were determined on the basis of PivProb
and CosSim, were used for augmenting the given phrase table. Note

Table 2: # of paraphrase pairs acquired using both bilingual
and monolingual corpora (refer to [15] for detail).

Threshold English Japanese
thp ths

PSeed 0 0 7,154,449 5,142,634
PSeed 0.01 0.1 1,136,765 756,434
PHvst 0.01 0 272,388,773 142,526,447
PHvst 0.01 0.1 n/a n/a

Table 3: Average BLEU scores (raw output; case-insensitive)
over two held-out data: ntc7-fmlrun and ntc8-fmlrun.

System Para(· ⇒ ·) Ja-to-En En-to-Ja
Base system - 33.30 37.64
Saug-PSeed PivProb 33.65 37.98
Saug-PSeed CosSim 33.27 37.73
Saug-PHvst CosSim 33.22 37.89
Saug-POOPH CosSim 33.72 38.16
Saug-PSeed+PHvst CosSim 32.91 37.76
Taug-PSeed PivProb 33.34 37.64
Taug-PSeed CosSim 33.56 38.19
Taug-PHvst CosSim 33.43 37.98
Taug-POOPH CosSim 33.21 38.08
Taug-PSeed+PHvst CosSim 32.99 37.53

that PHvst was extremely larger than PSeed . Thus, in our experi-
ment, we restricted the paraphrase pairs to those that could poten-
tially be used for translating the given held-out and test data in a
way that caused the given phrase table to be augmented, and com-
puted CosSim only for them.

Table 3 shows the results for several systems, where “Saug” and
“Taug” indicate the source-side augmented and target-side aug-
mented systems, respectively. As the score of individual paraphrase
pairs in PSeed , PivProb was better than CosSim when it was used
at the source side. On the other hand, at the target side, CosSim
yielded better results than PivProb.

Among the systems we developed, for the source-side augmen-
tation, Saug-POOPH achieved the highest BLEU score. This means



Table 4: # of paraphrase pairs acquired using only bilingual
corpus.

Threshold English Japanese
thp ths

PSeed 0 0 7,154,449 5,142,634
PSeed 0.01 0.1 910,693 545,924
PHvst 0.01 0 10,182,504 5,382,207
PHvst 0.01 0.1 3,800,022 1,914,799

that paraphrasing only unseen phrases into translatable phrases had
the largest impact. Generating phrases in the target language that
were unseen in the bilingual corpus expands the search space. How-
ever, for the target-side augmentation, Taug-PHvst and Taug-POOPH

did not beat Taug-PSeed (with CosSim).
On the basis of the results, we decided to submit the follow-

ing two best systems for both Japanese-to-English and English-to-
Japanese tracks. As both systems use CosSim, it is no longer de-
scribed in the rest of this paper.

Saug-POOPH : Phrase-based SMT system augmented with para-
phrases. This system paraphrases only unseen phrases in the
source language into translatable phrases using POOPH .

Taug-PSeed : Phrase-based SMT system augmented with paraphrases.
This system paraphrases target phrases into phrases that were
seen in the original phrase table using PSeed .

While the above two systems used both the bilingual and mono-
lingual corpora, all participants with data-driven systems were obliged
to submit at least one system developed using only the bilingual
corpus. We thus also submitted the following two systems.

Const-Saug-PHvst : Phrase-based SMT system augmented with the
paraphrase collection PHvst . We created the collection re-
garding only the source side of the bilingual corpus as a
monolingual corpus. The language model was also created
only from the target side of the bilingual corpus. As the bilin-
gual corpus was significantly smaller than the monolingual
corpus, PHvst available for this system was also limited as
shown in Table 4 (cf. Table 2).

Const-mixLM: Phrase-based SMT system with adaptation through
document-level linear mixtures of language models [6]. Mix-
ture components consist of (k + 1) target-side 5-gram lan-
guage models learned on a partition of the bilingual corpus
into k clusters, and on the entire target side of the bilingual
corpus. Documents in the bilingual corpus were clustered
using k-means on their T -dimensional topic distributions,
learned using the Vowpal Wabbit6 implementation of LDA.
We used T = 500 and k = 16, which were determined
using held-out data. Mixture weights were learned using the
EM algorithm to fit a mixture of source-side 3-gram language
models to each document to be decoded [14].

5. OFFICIAL RESULTS

5.1 Results of Intrinsic Evaluation
In the NTCIR-10 PatentMT task, human evaluation was regarded

as the primary evaluation. However, it was conducted only for the
selected systems. Fortunately, our primary system, Saug-POOPH ,
was included in both adequacy and acceptability evaluations [18]
6http://hunch.net/~vw/, version 6.1

Table 5: Official results of intrinsic evaluation (human).
Track System Adequacy Acceptability
Ja-to-En Saug-POOPH 2.89 0.43
En-to-Ja Saug-POOPH 2.67 0.38

Table 6: Official results of intrinsic evaluation (automatic).
(∗)Submitted results were inappropriate (see Section 6.1).

Track System BLEU NIST RIBES

Ja-to-En

Saug-POOPH 0.3156 8.2507 0.6955
Taug-PSeed 0.3165 8.2198 0.6929
Const-Saug-PHvst 0.3058 8.1114 0.6911
Const-mixLM 0.3065 8.1400 0.6906

En-to-Ja

Saug-POOPH 0.3422 8.2345 0.7096
Taug-PSeed 0.3405 8.2116 0.7089
Const-Saug-PHvst 0.3289 8.0977 0.7048
Const-mixLM(∗) 0.2259 7.1185 0.6651

Table 7: Official results of the chronological evaluation (auto-
matic).

Track System BLEU NIST RIBES
Ja-to-En Saug-POOPH 0.3120 8.0016 0.6970
En-to-Ja Saug-POOPH 0.3357 8.0533 0.7087

and got the results shown in Table 5. The adequacy was judged
by average scores on a 5-point scale, while the acceptability score
shows a win-rate in pairwise comparison between the systems based
on a classification-based human judgment. Both scores were cal-
culated based on the translations for the same 300 sentences.

On the adequacy evaluation, our primary system, Saug-POOPH ,
was ranked 10th among the selected 18 systems in the Japanese-
to-English track, and 10th among the selected 14 systems in the
English-to-Japanese track. On the acceptability evaluation, our pri-
mary system was ranked 8th among the selected 9 systems in both
tracks. The results indicate that our submitted systems have a large
room for improvement. The descriptions of superior systems sug-
gest that incorporating syntactic information helped a lot.

Here we would raise a question: how reliable were the results
of human evaluation? Evaluators’ language proficiency in both of
source and target languages and the level of their expertise in evalu-
ating MT outputs are unknown. Showing the reference sentences to
the evaluators might bias their decision. Evaluation methodology
itself must be justified in a proper manner; nevertheless, no mea-
sure of inter-annotator agreement, e.g., Cohen’s κ [11], was shown
in the official results.

Table 6 summarizes the official automatic evaluation results. Ac-
cording to BLEU and NIST scores, our first two systems finished
in the top third of all submissions, beating all of the six baseline
systems. On the other hand, these two systems were ranked much
lower places according to RIBES score. The results suggest that
our systems were relatively good at generating phrase-level trans-
lations, but lacked the ability to deal with their ordering.

Given the high correlation between RIBES score and human
evaluation score observed in the past NTCIR PatentMT evaluation
[17], we envisage that improvement of word/phrase ordering is vi-
tal to obtain translations with better quality.

5.2 Results of Chronological Evaluation
Table 7 summarizes the scores of automatic evaluation metrics

for the chronological evaluation data, i.e., ntc9-fmlrun. We
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Figure 3: Averaged scores (raw output; case-insensitive) over randomized 3 runs and two held-out data: ntc7-fmlrun and
ntc8-fmlrun. Three figures in the left show the results for Japanese-to-English task, while the right three are for English-to-
Japanese task. The leftmost points in the BLEU score figures correspond to those in Table 3, but smoothed with multiple runs.

observed the same trend as the intrinsic evaluation results: our pri-
mary system, Saug-POOPH , was placed relatively high rank ac-
cording to BLEU and NIST scores, but was ranked in the middle
according to RIBES score.

6. POST-EVALUATION EXPERIMENTS

6.1 Results with a Bug-fixed System
After the formal run was closed, we found that our 4th sys-

tem, Const-mixLM, for the English-to-Japanese track had gener-
ated translations with non-tuned weights. Translations generated
using the tuned weights resulted in higher scores than those of the
submitted system: BLEU, NIST, and RIBES scores under the offi-
cial measurement procedure were 0.3303, 8.1101, and 0.7051, re-
spectively.

6.2 Investigation into Distortion Limit
For the official submissions, we adopted predetermined values of

the hyper parameters. However, the value for the distortion limit,

i.e., 7, might be too restrictive to account for long-distance reorder-
ing, which often happens between far distant languages [26], i.e.,
Japanese and English in this case. As described in Section 5, the
different trends between BLEU and RIBES scores also suggest that
our systems lacked good reordering ability.

We conducted a clarification experiment with our first two sys-
tems and our base system. To improve reliability of the results, we
performed weight tuning for each setting 5 times over the original
and 4 randomized sub-samples of the development data [8], and
averaged the results over the 5 runs for the two held-out data, i.e.,
ntc7-fmlrun and ntc8-fmlrun. As shown in Figure 3, by
relaxing the distortion limit, our systems achieved higher scores in
automatic evaluation. We used only BLEU score as the objective
function of optimization same as the submitted systems. Never-
theless, NIST and RIBES scores were also dramatically improved.
The results, especially a large gain in RIBES score, indicate that the
long-distance reordering can at least partially be accounted for, still
without any language-specific knowledge. The results also demon-
strate that our paraphrase-augmented systems, depicted with red



Table 8: Post-evaluation results of intrinsic evaluation (auto-
matic; with official setting).

Track System BLEU NIST RIBES

Ja-to-En
Base system 0.3259 8.3408 0.7151
Saug-POOPH 0.3238 8.3169 0.7122
Taug-PSeed 0.3255 8.3470 0.7129

En-to-Ja
Base system 0.3566 8.3274 0.7392
Saug-POOPH 0.3573 8.3799 0.7370
Taug-PSeed 0.3581 8.3485 0.7366

Table 9: Post-evaluation results of chronological evaluation
(automatic; with official setting).

Track System BLEU NIST RIBES

Ja-to-En
Base system 0.3247 8.0655 0.7191
Saug-POOPH 0.3215 8.0301 0.7134
Taug-PSeed 0.3228 8.0505 0.7160

En-to-Ja
Base system 0.3482 8.1236 0.7355
Saug-POOPH 0.3497 8.1745 0.7339
Taug-PSeed 0.3478 8.1158 0.7356

and blue lines, have achieved better performance than our base sys-
tem, even with a larger distortion limit.

We would have achieved significantly better results if we had de-
termined the optimal value for the distortion limit of our base sys-
tem first. According to the averaged BLEU scores obtained through
the above investigation, we chose 18 for the Japanese-to-English
task and 14 for the English-to-Japanese task. Then, unlike the in-
vestigation, we chose the single set of tuned weights that achieved
the median BLEU scores among 5 runs [10]. Tables 8 and 9 show
the improved automatic evaluation scores for intrinsic and chrono-
logical evaluation data, respectively (cf. Tables 6 and 7). These
scores were calculated under the official measurement procedure.

7. RELATED WORK
Integration of paraphrases into MT systems has been popular as

a way to improve coverage and accuracy. Previous work in this line
are classified into the following five categories.

• Rewriting input sentences before putting them into a given
MT system [33, 32]

• Augmenting input sentences with paraphrases [13, 30, 23]

• Enlarging the given training bilingual corpus by generating
paraphrased sentences [3]

• Augmenting phrase tables to translate OOVs via their para-
phrases [5, 28]

• Tuning weights of log-linear models referring to the increased
number of paraphrased references [27]

Our approach to augment the source side of the phrase table is
classified into the fourth. On the other hand, to the best of our
knowledge, augmenting the target side of the phrase table has never
been examined.

8. CONCLUSION
In the NTCIR-10 PatentMT task, we have investigated automat-

ically compiled collections of sub-sentential paraphrases, with a
standard phrase-based SMT framework. In the development phase,
we revealed that our paraphrase collections improve the perfor-
mance of MT systems at least in the automatic evaluation. Among

several systems we developed, two systems worked best: (a) the
one that paraphrased only unseen phrases into translatable phrases
at the source side and (b) the one that paraphrased target phrases
only into phrases that were seen in the original phrase table.

To collect human judgments, we submitted the above two sys-
tems for both Japanese-to-English and English-to-Japanese tracks,
together with two other systems that were trained using only the
bilingual corpus. Only one of our systems was evaluated by hu-
mans in each track, and the results showed that they were beaten
by the other systems that take sentence structure into account. Rel-
atively low RIBES scores suggest that our systems lacked good re-
ordering ability. On the other hand, according to BLEU and NIST
scores, our main two systems were ranked in the top third of all
submissions, beating all of the six baseline systems. This suggests
that our systems were relatively good at generating phrase-level
translations.

Motivated by the above findings, we conducted post-evaluation
experiments focusing on the distortion limit. This revealed that
searching a wider range of hypotheses with a relaxed distortion
limit makes the performance of our phrase-based SMT systems
comparable to some of the other systems that take syntax infor-
mation into account according to automatic measures.
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