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Given a document, how would you translate it?

So the following statement should have been taken into account, among
others:

States Parties particularly condemn racial segregation and
apartheid and undertake to prevent, prohibit and eradicate all
practices of this nature in territories under their jurisdiction.

Justice Baltasar Garzon decided to indict Augusto Pinochet in 1998, he was
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Given a document, how would you translate it?

Register? Text type? Readers? Purpose? Usages?

So the following statement should have been taken into account, among
others:

" States Parties particularly condemn racial segregation and
apartheid and undertake to prevent, prohibit and eradicate all
| practices of this nature in territories under their jurisdiction.

Justice Baltasar Garzon decided to indict Augusto Pinochet in 1998, he was

e 4

Quote from an international treaty Person names

Does official translation exist? Existing transliteration?



Translation

2 Producing a document in the target language
that plays the same role as the given document
2 The production workflow refers to

Not only documents
Text segments (as in MT)

Other modals within the given document

Extra-document and non-linguistic information
Designated specifications [ISO/TC37 15]
Norm [Toury 78]

Conventions and criteria in the target language and register
Register: determined by the subject field, expected readers, mode, etc.

Skopos [Vermeer 89/04]: objective and intended usages of final product



Our aim

2 Clarify the gap between MT and translation
through analyzing translation issues that MT systems cause
(1) Collecting issues and their revisions through PE
(2) Clarifying the types of necessary information

2 Discuss
Future research directions
How to properly reflect necessary information in MT



Collecting and analyzing
revision examples of translation issues



A strategy to fill the gap between MT and translation

4 MT+PE workflow
o ISO 18587 [ISO/TC37 17]

Segment-level
text-to-text process

Source document

Translation process

Target document
(draft)

 Remaining issues of text-to-text MT
* [Issues beyond text-to-text MT

Target document
(final)

Non-MT workflow MT+PE



Our 2-stage PE workflow

2 Given MT outputs (1), we perform

(2) Segment-level minimal PE: referring only to each segment, only necessary editing
(3) Document-level full PE: referring to any information, perform all necessary editing

Segment-level
text-to-text process

Source document

»>
Translation process

Target document
(draft)

Target document
(final)

Non-MT workflow MT+PE Ours



(1) Segment-level text-to-text MT

2 A case study: English-to-Japanese news translation task

Asian Language Treebank [Riza+ 16] #Tok.
_ ALT-Standard-Split #Doc. #Seg.
English-to-Japanese NMT system En Ja
Transformer Base [Vaswani+ 17] Training 1,698 18,088 472.1k 610.8k
Development 98 1,000 25.6k  33.0k

Trained via a 3-phase domain adaptation
[Chu+ 17][Dabre+ 19] Test 97 1,018 26.3k  33.4k

Pre-training (gigantic in-house data)
Mixed fine-tuning

(gigantic in-house data + 18k ALT training data)  Translation BLEU HTER

Pure fine-tuning (18k ALT training data) Output of NMT trained only on ALT  14.6  73.9

Starting with translations Output of NMT in phase 1 29.0 555

with reasonab|y high BLEU score Output of NMT in phase 2 1 35.8 47.6
Output of NMT in phase 3

See the paper for details PR OT VI TPTESE S 2 Tl



(2) Segment-level minimal PE
2 Shuffle all the 1,018 segments in the ALT test data

4 Perform minimal PE for each segment
at an experienced, ISO-certified TSP [ISO/TC37, 15;17]
referring only to the segment itself
“minimal PE” (cf. [Scarton+ 15])

TER(mt = pe) = TER(mt = ref)
mt: MT output, pe: PE result, ref: reference translation
Restart from mt if pe does not satisfy the constraint

Prohibit subjective stylistic changes

2 Results
95% (970/1,018) of the segments were revised
The closest goal of segment-level text-to-text MT



(3) Document-level full PE

2 Reorder the text segments into the original 97 documents

2 Perform full PE for each document
at an experienced, ISO-certified TSP [ISO/TC37, 15;17]
as usual MT+PE workflow
regarding the segment-level PE results as the raw MT output
2 Results
31% (320/1,018) of the segments were revised



An example (DoclD=139760, SntID=6023)

Source
John Paul’s six-day tour was hugely popular, attracting hundreds of thousands \
t

of people from the Catholic religion. It became the first ever UK visit from
Pope, which will make Pope Benedict’s visit the second papal one.

MT output g (1) Segment-level text-to-text MT

VY - R—=ILD6HEDY 7 —IEFEEICATINHG > T, ANY YT DRERHEH
S5HA+AHDARZS|ZEDIFce FNITO—NYHENS DHH TOREELME
B, O—VYHERRXRT A7 NOE_OHESRER S,

Result of segment-level minimal PE (2) Segment-level minimal PE

Y3y - R=LO6BEDY 7 —EFBICAING D, hhU v IZEMNTS
AT+HAHDARZS|EDTTce TNIEO—NHAEDHOH TOREGFME ERD
O—NYHERXT 7 hOFHEIF2EEOHETE E S,

Result of document-level full PE l (3) Document-level full PE

EEI/NE - /)NUOD6 HEIOFBEIEIEEICAIDH D, ANY Y I ZEMT
HA+THHDANRZS|EDiFce COBNAO—NETLTDIH TOEEGM &L
D, HEERRT 17 b DFHMIE 2 EEDETHMEE RS, 7




Error analysis

2 Objective: clarify the types of necessary information

4 Procedure

Extract revision examples produced during stage (3)
|ldentify the corresponding text spans, also referring to the source text
529 examples

Annotate each example (an annotator # the PE worker)
Need for document-level textual information

Need for extra information
and the type(s) of such information

Issue type among 16 types [Fujita+ 17]



A simplified example (Figure 2 in the paper)

Source

Clemens (3-0, 1.90 ERA in seven World Series starts) will make his 33rd career postseason
start Saturday, at least for a day matching Pettitte for the most ever.

Result of segment-level minimal PE

, 4

(1) Segment-level MT & (2) Segment-level PE

LAV (T—=)LRI)—=X7EBIZB T30, BFEIZET. 90) F. A< EH 1HIE
R7Fqy hEHAT, TERIC3IIEEDNANY—AVDRAY— K~z 5,

Result of document-level full PE

l (3) Document-level full PE

TJLAVR (T=ILR2U—=X7EHEZTIB0K. BHEEKT. 90) F. 2 E&H 1H
ERT v hERERETHOC, TEHICEETRA NS =X V33O HDERERZTT D0

3X0 30 W No, Yes, X3:distortion

3 points vs. 0 points 3 wins and O losses

Eﬂ:ﬂ_ﬁf‘ﬂ No, No, X1:omission

in one’s life

= \
EEJ:EE%_CH No, No, X1:omission

most ever

11

~¢& HEU\H No, Yes, X3:distortion

ranked the same

33EEDKRA Y= D)

33rd postseason

>

MAKY—X33[EH @H No, Yes, X3:distortion

33rd time in postseason

AT —hK7ZY] %)H_’ JTFHERZ 1T D 17 No, Yes, X3:distortion

to be the first pitcher of the game
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Necessity of extra information

Extra info.

Necessary info.

No need Necessary

Document-level | No need 196
textual info. Necessary 116

[ ===

168
49

-

1 40% (217/529) of revisions relied on extra information

(A) Fine-grained style specifications (121/217)

Violation of circumstances: vocabulary, character, usages of symbols

(B) Terminology (80/217) John Paul ;7

Incorrect term translations, untranslated Latin names
(C) Domain-specific knowledge (31/217)

drawingH—>

Bk,

/d3’an p’a:l/

Vay - Rl 3Nnx - /890,

/iohane pavla/

3-0/—>

Misunderstandings of the contents, inappropriate lexical choices

(D) Reference documents (8/217)
Wrong disambiguations, remaining ambiguities

3150 B/

3 points vs. 0 points 3 wins and O losses

brother ;7

T

elder and

B>

elder brother

younger brothers



Discussion on future research directions



What is the appropriate goal of MT (and researchers)

2 Full automatic MT is infeasible [Hutchins+ 92]

2 Human-Machine cooperation is vital (e.g., MT+PE)

Humans (users of MT)
Determine the best practices in using MT
Acquire translation literacy [Klitgard 18] and MT literacy [Bowker+ 19]
Our data could be a useful learning material
Machine (to be used by humans in production workflows)

Resolve the remaining issues of text-to-text MT
60% of document-level PE rely only on text

Enable MT conform to the given criteria
Enable MT confirm the entities and factuality



Toward properly reflecting extra information

1 How to realize perfect adherence
to the given criteria?

A variety of rules and constraints
Constrained decoding

Vocabulary filtering [Ha+ 17]

Terminology guided decoding
[Hasler+ 18, Post+ 18, Zhang+ 18]

Post-processing
e.g., rules/pattern in CAT tools
cf. Indirect supervision through
corpus-level adaptation
Domain adaptation [Chu+ 17]
Style transfer [Niu+ 17, Michel+ 18]

RIER hIgH /MEE
AR E TR A BUR
(phrase style) RHU K=Y
(BNMEREIBASZ REL: [ ~D~ | TE R ~%~F3 | THE—)
BRVEFIE FRAINICITIF IR IZER, 1- - (HRIRMRMFZ ISR IDIHEEIRE.
[~UTLIZE W, JIEERLR L,
[EES— FRANELTHRE LED
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XFOREC A=, FE EF FAIEL TR REFZERA,

(ideographics)

EFOEINR EAFEDEDN

BEFN484F 68 18HARIERE2S ENRADMI S ICHECS,

WInFoRSE

RAILLT. REORZLEO TFHMXFUTOEE R, 2OFFREF
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WINFEEE (RXOREENZEULEOED) & NTNOHECX
T THID U THIRTS S,

BRMFUERFOEND T FRAIIC, BMXSN2BAICERETF (/) ZERL. ETN—MmNT
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RERRF(?) H
A2921(/) A
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Conclusion and future work

4 Error analysis of NMT

Manual PE for filling the gap between MT and translation
Types of necessary information

21 Discussion

Future research directions
How to properly reflect necessary information?

2 Future & ongoing work

Evaluate the impact of enforcing decoding
Compile educational materials



